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RNN
State_t=0
For input_t in input_sequence:

Output_t=activation(dot(W_i,input_t)+dot(W_s
, state_t)+b)
State_t=output_t
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The place we need the information

Image from http://colah.github.io
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LSTM

Picture from Hands-On Machine Learning with Scikit-Learn and TensorFlow: Concepts, Tools, and Techniques to Build Intelligent Systems
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Gated Recurrent Unit (GRU)
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Gated Recurrent Unit (GRU)
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g(t)

Picture from Hands-On Machine Learning with Scikit-Learn and TensorFlow: Concepts, Tools, and Techniques to Build Intelligent Systems



To a researcher, it seems that the choice of such
constraints—the question of how to implement
RNN cells—is better left to optimization
algorithms (like genetic algorithms or
reinforcement learning processes) than to human
engineers. And in the future, that’s how we’ll build
networks. In summary: you don’t need to
understand anything about the specific
architecture of an LSTM cell; as a human, it
shouldn’t be your job to understand it. Just keep
in mind what the LSTM cell is meant to do: allow
past information to be reinjected at a later time,
thus fighting the vanishing-gradient problem.

- Francois Chollet (Deep Learning with Python) 12

A different perspective to designing models:
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• Please see “A ten-minute introduction to sequence-to-
sequence learning in Keras”
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Generative Recurrent Network
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• Please see Deep Learning with Python book.
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Picture from Brock, Andrew, Jeff Donahue, and Karen Simonyan. "Large scale gan training for high fidelity natural image synthesis." arXiv preprint arXiv:1809.11096 (2018).



Generative Adversarial Network (GAN)
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Picture from Deep Learning with Python, Francois Chollet


